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Abstract. Peer-to-peer (P2P) applications have known great develop-
ments these years. These applications were originally designed for file
sharing and are now considered to a larger scope from video streaming
to system update and distributed data base. Recent advances in micro-
processors architecture and networks permit one to consider new applica-
tions like High Performance Computing (HPC). In this paper, we study
the parallel solution of 2D cutting stock problems with the peer-to-peer
P2PDC environment. First, we present briebly the decentralized version
of P2PDC. Then, we propose a distributed P2P algorithm based on dy-
namic programming and beam search. Finally, we display and analyze
computational results.
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1 Introduction

Peer-to-peer (P2P) applications have known great developments these years.
Recent advances in microprocessors architecture and networks permit one to
consider new applications like High Performance Computing (HPC). Therefore,
we can identify a real stake at developing new protocols and environments for
HPC since this can lead to economic and attractive solutions. Nevertheless, task
parallel model and distributed iterative methods for large scale optimization on
P2P networks gives raise to numerous challenges like communication manage-
ment, scalability and peer volatility; moreover, one has to cope with heterogene-
ity of machines. In [1], a peer-to-peer Self Adaptive communication Protocol
(P2PSAP) which is suited to high performance distributed computing has been
proposed. P2PSAP chooses dynamically the most appropriate communication
mode between any peers according to decisions taken at application level like
scheme of computation and elements of context like topology at transport level.
In [2], a centralized version of the P2PDC, environment for high performance
peer-to-peer computing which makes use of P2PSAP protocol in order to allow



2 Didier Elbaz, Mhand Hifi, and Toufik Saadi

direct communication between peers has been presented. P2PDC is devoted to
task parallel applications. In [2], a first series of computational results obtained
for a numerical simulation problem on the NICTA testbed has been displayed
and analyzed. In this paper, we study the distributed solution of 2D cutting
stock problems with the decentralized version of P2PDC.

This paper is structured as follows. Section 2 deals with related work. Sec-
tion 3 deals with the 2D cutting stock problems. In section 4, we introduce
some methods for solving 2D cutting stock problems and we present the parallel
algorithm. Computational results are displayed in Section 5.

2 Related work

Recently, middleware like BOINC [3] or OurGrid [4] have been developed in
order to exploit the CPU cycles of computers connected to the network. Those
systems are generally dedicated to applications where tasks are independent
and direct communication between machines is not needed. MapReduce [?] is a
programming model and an associated implementation for processing and gener-
ating large data sets. This programming model is not appropriate for distributed
iterative algorithms with frequent communication between peers.

P2P-MPI [5] is a framework aimed at the development of message-passing
programs in large scale distributed networks of computers. P2P-MPI is developed
in Java and makes use of Java TCP socket to implement the MPJ (Message
Passing for Java) communication library. P2P-MPI implements a fault tolerance
approach using peer replication that may be not efficient and not appropriate to
P2P context and connected problems because the number of peers involved in
the computation will multiply; furthermore, the coordination protocol insuring
coherence between replicas has great overhead.

3 2D cutting stock problems

Several industrial applications require cutting or packing the largest number
of items into a rectangular unit so as to minimize the waste of the rectangular
stock unit or to maximize the packed pieces. These cutting (or packing) problems
are difficult combinatorial optimization problems, known in the literature as 2D
cutting stock problems [7] [9]. The problem consists of cutting, from a large
rectangle R of dimensions L ×W, a number of very small rectangle types (or
pieces or items) i, i ∈ I = {1, . . . , n}, where item i is characterized by its
dimensions li × wi, its demand bi, and results in a profit ci. Item i, i ∈ I has a
fixed orientation; that is, an item of dimensions l × w is different from an item
of size w × l when l 6= w. In addition, in the final cutting pattern, each piece is
produced by at most two guillotine cuts. A guillotine cut divides a rectangle from
one of its edges to the opposite edge while being parallel to the two remaining
edges, so each item in the final cutting patternis is obtained by two guillotine
cuts:
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(i) R is first divided into a set of horizontal strips, and
(ii) each generated horizontal strip is subsequently considered individually and

chopped across its width.

4 Solving 2D cutting stock problems

4.1 Strip generation

This method generates a set of general optimal horizontal strips. For a given strip
of dimensions (L, ω), where ω ∈ {w1, . . . , wn}, this method generates a general
optimal horizontal strip −with pieces whose widths are less than or equal to
the strip’s width− according to the optimal solution of the following bounded
knapsack problem:

BKL,ω


fω(L) = max

∑
i∈Sω

cixi

subject to
∑
i∈Sω

lixi ≤ L

xi ≤ bi, xi integer, i ∈ Sω,

where Sω = {k ∈ I | wk ≤ ω} denotes the set of pieces assigned to the strip
(L, ω), xi denotes the number of times piece of type i appears in (L, ω) without
exceeding the upper demand bi of piece type i. Finally, fω(L) is the solution
value of strip (L, ω).

Let w1 < . . . < wn be the set of distinct widths of the n pieces; that is, for i =
1, . . . , n, wi ∈ {w1, . . . , wn}. As detailed in [6], solving BKL,wn

, using dynamic
programming, generates all general optimal strips of width ω = 1, . . . , wn.

4.2 Beam search for 2D cutting stock problems

Beam search is a truncated tree search procedure that was introduced in the
context of scheduling [10], and has since been successfully applied to many other
combinatorial optimization problems. It avoids exhaustive enumeration by per-
forming a partial search of the solution space. In fact, at each level of the search
tree, a subset of elite nodes is selected for further branching whereas the com-
plementary subset of nodes is discarded forever. The selected set of elite nodes
has at most β nodes where β is a prefixed beam width.

As with branch and bound, a lower bound can be used to fathom nodes.
Indeed, if an initial feasible solution is available, then it is set as the incumbent
solution and its value is assigned to z?. On the other hand, if no initial feasible
solution is available, z? is set to −∞. Each node of B (which is the set of nodes
to be further investigated) generates a set of offspring nodes, and appends them
to Bβ . If a node µ of Bβ is a leaf (i.e, no further branching is possible out of µ),
then its objective function value zµ is computed and compared to z?. If zµ > z?,
then the incumbent solution is set to the leaf node; z? is then updated: z? = zµ;
and µ is removed from Bβ . The nodes of Bβ are assessed using an evaluation
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operator, and ranked in a non-ascending order of their values. The first β nodes
of Bβ are then chosen as the elite nodes and transferred to B; whereas the
remaining nodes of Bβ are fathomed resulting in Bβ being reset to the empty
set. This process is reiterated until no further branching is possible; that is, until
B = ∅. For more details, we invite the reader to consult [6] and [11].

4.3 Parallel algorithm

The parallel algorithm explores in parallel η nodes of the developed tree. Each
peer guides its search-resolution process by using a list of nodes that have not yet
been explored, and uses a best-first search strategy for selecting the successive
sets of elite nodes. In the selection phase, nodes are sorted in a specific order.
When a new peer arrives and declares itself in the P2P framework, Each machine
k, k = 1, . . . , η, sends to it, its internal lists. The new peer enters the nodes in its
fist internal list and selects a starting node µk =

[(
(L,W − Y ), (L, Y )

)
; bresµk

]
,

whose partial feasible solution’s value is zLocalµk
. The new peer refines the com-

plementary upper bound by solving BKL,Y with the demand for piece type i set
to its counterpart in bresµk

, for all i ∈ I such that wi ≤ wr ≤ Y < wr+1.

When branching out of µk, the new peer creates r nodes. For each node
νj , j = 1, . . . , r, the new peer k packs the general strip (L,wj), which is the
optimal solution to BKL,wj

, into the current sub-rectangle (L, Y ), and computes
the residual demand bresνj . It sets νj =

[(
(L,W − Y + wj), (L, Y − wj)

)
; bresνj

]
,

assesses zLocalνj , and evaluates Uνj . Next, the new peer k stores the r offspring

nodes of µk into a secondary internal list Bk, and save the best min{β, |Bk|}
elite nodes of Bk to Bk, where the elite nodes are chosen.

5 Computational results

This section evaluates the effectiveness of the proposed distributed algorithm
(noted P2PGBS) by testing it on set of instances extracted from [6]. The dataset
contains six large instances. The algorithm is run on Grid5000 platform with
P2PDC framework.

The optima of these instances are unknown; thus, for each instance, the
solution obtained by P2PGBS is compared to the best lower bound provided by
the following algorithms: Cplex solver (v.9), the algorithm PAR of [12], and SBS
of [6] with β = 2 and 4. The time limit is fixed to 3000 seconds for the Cplex
solver and PAR (as in [8] and [6]), and to 900 seconds for SBS.

The analysis indicates that P2PGBS yields better results than Cplex, PAR
and SBS. It improves six best solutions of the literature. These results show
that another factor impact P2PGBS. Our investigations shows that frequency
of processor’s connection/disconnection impacts P2PCGBS.
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