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(Example 1)
Group Communication vs. Coordination Services

• Standard way to coordinate processes 
in the 90’s

• Focus on QoS composability 
• Deemed difficult to use by “normal” 

programmers
• Unnatural programming model
• Not very scalable

• Not the right abstraction for 
coordination

• Complex distributed algorithms 
encapsulated inside a “server”

• Server-based programming model 
resembling shared memory with 
synchronization power

• Single service shared by many apps 
and thousands of clients

• Widely used: ZooKeeper, Etcd, …
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(Example 2)
Practical Byzantine Fault Tolerant (BFT) Systems
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1st generation: Fast & Complex

• PBFT [OSDI’99] is considered the first 
“practical” BFT protocol
• Fast due to the avoidance of public key 

signatures (expensive at the time)

• Several other works tried to improve 
the performance of PBFT by favorable 
expected common cases
• HQ-Replication [OSDI’06] ->

• These protocols were fragile and 
complex
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Practical Byzantine Fault Tolerance and Proactive Recovery • 411

Fig. 2. View-change protocol: the primary for view v (replica 0) fails causing a view change to view
v + 1.

Data Structures
Replicas record information about what happened in earlier views. This infor-
mation is maintained in two sets, P and Q. These sets only contain information
for sequence numbers between the current low and high water marks in the log.
The sets allow the view change protocol to work properly even when more than
one view change occurs before the system is able to continue normal operation;
the sets are empty while the system is running normally. Replicas also store
the requests corresponding to entries in these sets.

P at replica i stores information about requests that have prepared at i
in previous views. Its entries are tuples 〈n, d , v〉, meaning that i collected a
prepared certificate for a request with digest d with number n in view v and no
request prepared at i in a later view with the same number.

Q stores information about requests that have pre-prepared at i in previous
views (i.e., requests for which i has sent a PRE-PREPARE or PREPARE message). Its
entries are tuples 〈n, d , v〉, meaning that i pre-prepared a request with digest
d with number n in view v and that request did not pre-prepare at i in a later
view with the same number.

View-Change Messages
Figure 2 illustrates the view-change protocol from view v to view v + 1. When
a backup i suspects the primary for view v is faulty, it enters view v + 1 and
multicasts a 〈VIEW-CHANGE, v + 1, h, C, P, Q, i〉αi message to all replicas. Here h
is the sequence number of the latest stable checkpoint known to i, C is a set of
pairs with the sequence number and digest of each checkpoint stored at i, and P
and Q are the sets described above. These sets are updated before sending the
VIEW-CHANGE message using the information in the log, as explained in Figure 3.
Once the VIEW-CHANGE message has been sent, i removes PRE-PREPARE, PREPARE,
and COMMIT messages from its log. The number of tuples in Q may grow without
bound if the algorithm changes views repeatedly without making progress.
In Castro [2001], we describe a modification to the algorithm that bounds the
size of the Q by a constant. It is interesting to note that VIEW-CHANGE messages
do not include PRE-PREPARE, PREPARE, or CHECKPOINT messages.

View-Change-Ack Messages
Replicas collect VIEW-CHANGE messages for v + 1 and send acknowledgments
for them to v + 1’s primary, p. Replicas only accept these VIEW-CHANGE
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2nd generation: Resilient and Modular

• Use of trusted components
• A2M [SOSP’07], MinBFT [TC’13], CheapBFT [EuroSys’12], Hybster [EuroSys’17]

• Resilient to simple and sophisticated attacks
• Prime [DSN’08], Aardvark [NSDI’09], Spinning [SRDS’09], RBFT [ICDCS’13]

• Modular
• Abstract [EuroSys’10, ToCS’15]

• Robust implementation
• BFT-SMaRt [DSN’14]
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Secure Ledger

3rd generation: Blockchain inspired

• Change of abstractions
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3rd generation: Blockchain inspired

• Nakamoto consensus (used in Bitcoin and many other systems)
• Slow (few transactions per second; latency of tens of minutes)
• Uses all the CPU that is available in the system
• Synchronous
• Requires infinite storage
• No clear resilience threshold
• Scalable (performance is independent of the system size)
• Simple
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STRONG REJECT, EXPERT

Comments to the authors: 

You are crazy!

Comments to the PC:

The authors are stu
pid.



3rd generation: Blockchain inspired

• Chained consensus
• Simple block approval protocol
• Commit rule
• Chain selection rule

• Used in most Proof-of-Stake 
blockchains
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The Simple Approach

• The cost of simplicity
• Introduce assumptions

• Synchronous communication
• Synchronized clocks
• Limited adversarial power

• Sacrifice properties
• Liveness and latency suffer

• But
• It is understandable 
• Less prone to unknown 

weaknesses
• Easier to formally verify

• The role of complexity
• Important for reaching simplicity
• Sometimes unavoidable
• Enable huge benefits

• How to do that?
• New abstractions
• Modularity
• Transformations
• Compositions
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The Future DDS is simple!

>>> Distributed computing real world impact is 
driven by simplicity.
or

>>> Simple designs always win.
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Questions?
• Alysson Bessani

• anbessani@fc.ul.pt
• www.di.fc.ul.pt/~bessani

This work is partially supported by FCT through the ThreatAdapt 
project (FCT-FNR/0002/2018), and the LASIGE Research Unit 
(UIDB/00408/2020 and UIDP/00408/2020).
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