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Deep LearningData

Objective 
Function

Prediction 
Results

Hand-crafted 
Features

Classifier

Machine Learning
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Serving Cluster

Multi-core 
Processor

Performance Issues
Sceniaro1: Given cluster, minimize Latency?
Sceniaro2: Given SLO, minimize Resources?

Arrival: random arrival of requests
(Load: requests / sec)

Service: 
Classify 

Dog

Feed-forward 
Evaluation
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Service Parallelism Intra-node Parallelism

Inter-node Parallelism
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Service Parallelism   
(Same Node)

Inter-node Parallelism

Intra-node Parallelism
Hypothesized Speedup
Metric: Service Rate
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Service Parallelism   
(Same Node)

Inter-node Parallelism

Communication 
Dominant

Computation 
Dominant

Cache Effect

Intra-node Parallelism

Limited 
Memory 

Bandwidth

Memory 
Interference

App: ImageNet 22K 
Machine: 8-core, 2.1GHz Processor 

64G Memory
Metric: Service Rate
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Queuing effects add complexity

App: ImageNet 22K 
Machine: 8-core, 2.1GHz CPU

64G Memory
Measure: Waiting Time (ms)

Latency (ms)
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Simple Solution1: Extensive Profiling
# Configs * # Load Level * Time for Each Exp = Profiling Cost

80      *         10           *           34.5 min         =      19 days
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Deterministic Service Demand

SCV(Squared Coefficient of 

Variation):  𝑺𝑺𝑪𝑪𝑽𝑽 = 𝑽𝑽𝒂𝒂𝒓𝒓𝒊𝒊𝒂𝒂𝒏𝒏𝒄𝒄𝒆𝒆
𝒎𝒎𝒆𝒆𝒂𝒂𝒏𝒏𝟐𝟐

• Erlang: <1
• Exponential: =1
• Hyper-exponential: >1

Service Demand

Service Demand

Almost no variance



+
Queuing–based Prediction Model: Captures Queuing Effects

Use M/D/c queue to estimate the latency

M: random arrivals
D: deterministic service
c: multiple abstracted servers

Fails to predict

12
Problem: load-dependent service

Lightweight Profiling
Profile Service Demand under different Parallelism (i.e., no random arrival)

# Configs * Time for Each Exp = Profiling Cost

80      *         0.07 min           =      5.5 min   (compared to 19 days)
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Queuing–based Prediction Model: Captures Queuing Effects
Leverage: Cosmetatos’ Approximation (uses M/M/c to approximate M/D/c)

Extension: use M/M-interf./c queue to approximate M/D-interf./c queue

M: random arrival
M-interf.: interference-aware random service
D: deterministic service
D-interf.: interference-aware deterministic service
c: multiple abstracted servers

+

Lightweight Profiling
Profile Service Demand under different Parallelism (i.e., no random arrival)

# Configs * Time for Each Exp = Profiling Cost

80      *         0.07 min           =      5.5 min
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Queuing–based Prediction Model: Captures Queuing Effects
Leverage: Cosmetatos’ Approximation (use M/M/c to approximate M/D/c)

Extension: use M/M-interf./c queue to approximate M/D-interf./c queue

Average Service Time

Average Waiting Time

,( )
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Distributed DNN Serving System
• Based on Adam [OSDI’14]
• Support: Service, Intra-node, Inter-node parallelisms

Image Recognition Task: ImageNet-22K
• 256x256 RGB images in 22,000 categories
• ~2Bn. Parameters model 
• Random Arrivals

Hardware 
• 20 nodes, 10 Gbps Ethernet cluster
• Intel Xeon E5-2450: 2.1GHz, 16 core, 64GB RAM
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Captures Trend Change
√  Good Accuracy 

ImageNet-22K: Latency VS Load
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Captures Trend Change
√  Good Accuracy 

ImageNet-1K: Latency VS Load



18

Identify Optimal Config.
√  Good Accuracy 
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Low Profiling Cost
√  Lightweight

Exhaustive
(10 loads)

SERFExhaustive
(1 load)

19 days

1.9 days

5.5 mins

Fast Deployment
For Online Use
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Accurate Performance Model: 
Ø Performance prediction with <5% error 

Efficient Scheduler: 
Ø Adapts to dynamic load
Ø Supports various scheduling requirements

Scheduling framework for Deep Neural Network Serving
ü Automatic
ü Fast deployment
ü Optimal performance

Lightweight Profiler: 
Ø Fast deployment, online use 

Take Away:
Balance measurements with modeling cost and complexity.

Make the model simple enough but not too simple… 
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One parallelism can affect another parallelism!

Relation between Inter-node and Intra-node Parallelism
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Low Prediction Error
√  Good Accuracy 

ImageNet-22K: Prediction Error Distribution

90% of Error ≤ 5%

Average Prediction Error: 2.39%

95% of Error ≤ 8%
CDF: Cumulative 

Distribution Function

800 Prediction cases
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Image Classification Service 

Image Classification Training

Serving ClusterTrained DNN

Deploy

2. Good Performance
1. Fast 

Deployment


