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DevOps in a cloud-oriented IT world
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Security and dependability balance has 

been disturbed

• Fundamentals no longer valid:

– High uncertainty of both infrastructure and platforms/applications

• Emergence of new vulnerabilities:

– interference

– interdependence

• Emergence of new threats:

– compounded attack surfaces

• Where to look?

– Virtualization (VMM, etc.)

– SDNs



Threats to SDN systems
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Software-Defined Networks

• Decoupled control and data planes

• Logically centralized controllers

• Programmability

• Openness

• Interoperability
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Software-Defined Networks
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Problem statement

ironically, main causes of concern lie in SDN's main 
benefits:

network programmability and control logic centralization bring 
in new fault and attack planes

which open the doors for new threats that did not exist before 
or were harder to exploit

comparatively smaller diversity in SDNs added to high 
configurability and programmability:

an attack similar to Stuxnet could have dramatic consequences
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Threat vectors
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Threat vectors
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Threat vectors
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Threat vectors
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Threat vectors
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Threat vectors
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Threat Specific 

to SDN?

Consequences in SDN

Vector 1 no can be a door for DoS attacks

Vector 2 no but now the impact is potentially augmented

Vector 3 yes communication with logically centralized 

controllers can be explored

Vector 4 yes controlling the controller may compromise 

the entire network

Vector 5 yes malicious applications can now be easily 

developed and deployed on controllers

Vector 6 no but now the impact is potentially augmented

Vector 7 no it is still critical to assure fast recovery and 

diagnosis when faults happen

Threat vectors



Proposed Approach: RTTP
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RTTP	

Resilient and Trustworthy Third Party
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Security & Dependability

mechanisms for SDN

• Replication

• Diversity

• Self-healing mechanisms

• Dynamic device association

• Trust between controllers and devices
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Security & Dependability

Controller A 
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App B 

Controller C 

App B 

System/Application Distribution/Replication Services 

Common Northbound API 
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Thank You!


