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Business Grid Consortium

Mission: Develop Business Grid middleware

Next generation business application infrastructure

Contribute to international standardization

Three year project: 2003 - 2005

Industry Members: Fujitsu, Hitachi, and NEC

Collaboration with Grid Technology Research Center

Agency of Industrial Science and Technology (AIST)

Matching funds from the METI

About half of the funding is from METI

Coordinated by IPA (Information-technology Promotion Agency, Japan)

Distribute resulting components as high-quality open-source

Two main objectives:

Objective 1: Reduce IT Infrastructure Costs

Objective 2: Support Business Continuity

METI: Ministry of Economy, Trade, and Industry
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Objective 1: Reduce IT Infrastructure Costs

Better utilization of IT resources

Optimal and dynamic resource allocation

Share available resources

Integrated management of heterogeneous environment

Automate System Management

Simplify the job of system administrators

Reduce human errors

Lower overhead of trying out new business

Set up new services at low initial cost

And scale them up easily if successful

Enable resource sharing among multiple organizations
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Objective 1: Reduce IT Infrastructure Costs
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Objective 2: Support Business Continuity

Robust IT environment

Respond to unexpected load spikes

Reliable IT environment

Standards-based support for disaster recovery at reasonable cost

Database replication

Failover to remote site



8

Objective 2: Support Business Continuity

Business Continuity

Less Reliable
IT System

  

Fault tolerant system with
dedicated architecture

Hot stand-by
Lossless disaster

recovery
Full duplication for

  High Availability

 

Shared spare server
for repurposing

Reliable System using
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emergency
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What Needs to be Supported by the Middleware
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Business Grid Key Components

Common Interface for jobs and application software

  

Common Interface to Resources

Application Software
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- Multiple job types support: 
Online multi-tier apps / Batch jobs

- Job portability support: 
Standard job description / archiving format

Application Software
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 Control for
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-Job management

-Job execution
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Business 

Application 

Web Server

DBMS

AP Server

AP Server

Business Applications
Provisioning

Service

Physical Resource Pool

Job Description

Automatic

Resource Allocation

VirtualizationVirtualization

Logical Resource Pool

Standard

Resource

Description

Big Picture    - how it works -

Job Submission
Standard job description and application contents service
(using WS-Agreement protocol)
Including self-healing & -optimizing policies

Brokering allocates necessary IT resources
From resource pool

Automatic deployment and configuration of program and data
Includes necessary hosting environment preparation

Resource Virtualization realized through grid Middleware
agents which provide a common interface
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Job Description

AP Server

AP ServerWeb Server

Job Description

DBMS

The job description in BizGrid not only archives the relevant execution modules,
but also maintains all necessary information in one package, in order to manage
the entire lifecycle of the operation.

The description contains the specification of job structure (e.g. 3-tier Web App). It
enables mapping between the job and virtualized resources, automatic deployment
of execution modules and autonomic control of the resource allocation.

Application

User Data

Data Deployment 
Specification

Job Structure

Job 
Control Flow

Resource
Requirement

Operation
Schedule
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AP Server

AP Server
Web Server

Optimum Resource Allocation

The grid middleware finds and allocates the optimum amount and kinds of
resources from the virtualized pool, enabling increased resource utilization with
minimum human intervention.

Logical Resource Pool

Physical Resource Pool

Job Description

DBMS

S01 S02 S03 S04 S05 S06 S07 S08

- The IT manager
specifies the kinds
and amount of IT
resources necessary
to execute her job.

- The grid middleware allocates
the requested resources from
the pool.

-  The logical servers are mapped to the heterogeneous physical
servers via the provisioning tools supplied by their manufactures.

S09
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Dynamic Deployment of Business Application

AP Server

AP Server

Web 
Server

Logical Resource Pool

Physical Resource Pool

Job Description

DBMS

S01 S02 S03 S04 S05 S06 S07 S08

- The IT manager
concentrates on
describing how her
applications are to be
deployed.

- The grid middleware
automatically deploys the
relevant application
programs and data onto
the allocated resources.

- If any failure or surge of workload detected, extra resources are
allocated from the pool and application programs are re-deployed.

S09

Based upon the job description, the relevant application programs and data are
automatically deployed onto the allocated resources in a consistent manner.

The application programs need not be aware of the Business Grid Interface.

Application/Data

(without being aware 

of the BizGrid Env.)
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Realization of Wide-Area Business Grid

Resource Provider

ASP Provider

Global Grid Manager

Site1
Site2

Sales Info.

Client Info

Sales Info.

Client Info

Accumulate

info

Resource Provider

Resource Provider

Web Server
DBMS

AP Server

AP Server

Web Server
DBMS

AP Server

AP Server

Batch Job

Share IT resources

based on the contract /
agreement among :

1)Distributed Centers in

an Enterprise,
2)Among Trusted

partner Data Centers

=> Make it possible for
an ASP Provider (client)

to dispatch a Complex
Job from an entry point

Job Description
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Resource Virtualization

Currently, BizGrid adopts its own API to describe and control IT devices.

Efforts are being made to adopt the standardized API (e.g. WSDM) so that WSDM
enabled management products and IT devices can also be managed by the
business grid framework in a seamless way.

Single Vendor                                  Multiple Vendors/Sites

Business Grid Framework

WSDM enabled
Management Products

WSDM enabled
IT Devices

Adapter

Proprietary
Management Product

Business Grid API Standard API (WSDM)

Physical 

IT Resource
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Relevant Standardization Bodies

GGF

OGSA-WG (architecture, roadmap, WG factory, resource management)

ACS-WG (application archiving format and archiver API)

JSDL-WG, GRAAP-WG (job portability)

CDDLM-WG (configuration, deployment, lifecycle management)

OASIS

WSDM TC

WSRM TC

WSBPEL TC

WSRF TC, WSN TC

DMTF

Server Management WG

Utility Computing WG
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Business Grid Standardization Map

Standardization of basic service interfaces, including
protocols, formats and schema,  for each building block

GGF

OASIS

Common Infrastructure    

Job Execution ManagementResource ManagementSystem Configuration
Management

Deployment

Management

Broker

Configuration
Information

Business Grid
Middleware

Job Manager

Workflow Management

        OGSI / WSRF

Hosting Environment

OS

OGSA-WG
CMM design team

WS-RM TC

ACS-WG

CDDLM-WG

WSBPEL TC

WSDM TC

WSRF TC

WSN TC

Reliable Messaging
User Mgmnt

Security

• OGSA-AuthZ-WG

• OGSA-WG
Security design team

ZAR Management

GRAAP-WG / JSDL-WGOGSA-WG

Server
Management

WG

DMTF
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Project Status / Things to do

Two thirds of the project have finished.

Initial version of the business grid middleware has been developed and
basic features are tried out.

Features developed so far include:

Monitoring and registering underlying IT resources (both hardware and
software)

Submitting and controlling e-Business applications

Allocating IT resources required by the application

Deploying and configuring e-Business application

Primitive functions for enabling  policy based self-managing functionality

Controlling multiple data centers  i.e. Local/global two layered grid

Autonomic and more dynamic control of the resources

Features to be developed this fiscal year (-03/2006) will include:

Adoption of emerging standards from GGF, OASIS, DMTF and other
standardization bodies

Field test in collaboration with a number of real industry users
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Thank you!
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Back-up Slides
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 Keep the Investment Cost / Management Cost of the Core Information System low and at the
same time improve business continuity in case of disaster by allocating the system to multiple
sites

 A) Wide-Area Load Balancing
 B) Disaster Recovery
 C) Effective System Management

Sales Company

Info. System
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 B) Disaster Recovery: In case of disaster at the data center for the corporate site, let the
application continue at the external data center

 C) Effective System Management: Change the configuration automatically and optimize
business app management among multiple data centers.

Sales Company

Info. System

Data
Exchange

System

Sales Company

Info. System

(1) Sales Company Info. System will continue at one site and
will also shrink in order to let Data Exchange System recover

(2) Recover Data

Exchange System


