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A Contemporary Paradox

       My prediction:

A fully hardware-based fault-tolerant protective

infrastructure for computing systems will evolve,

because it is needed as systems progress toward

ever higher complexity and speed of operation

Computing systems provide protective infrastructures 

for critical infrastructures of modern society: 

electrical power, telecommunications, transportation,…

     But,

These computing systems do not  possess 

a protective infrastructure of their own!
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Why a Hardware Infrastructure?

Because over the past half century hardware

has not been adequately exploited to assure

the dependability of computing and communication

systems

This “omission fault” needs to be corrected

in order to better cope with proliferating threats

to dependability and security
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The FT Defenses

of Contemporary Systems

FT Defenses exist at four levels:

component, board, platform, cluster.

Weaknesses are found:

– Components (processor, chip sets, etc.) have low error

detection and containment coverage (except IBM’s G5 and G6)

– The presence of unprotected “hard core” elements, especially

in the error detection and recovery management hardware

and software

– The commingling of hardware and software defenses:

both must succeed in order to attain recovery

– The absence of built-in support for multiple-channel

computing that provides high coverage and containment,

especially when design diversity is employed to attain

design fault tolerance
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Desirable Properties

of the Fault Tolerance Infrastructure

The FTI is generic, i.e., suitable for a variety

of “client” systems

The FTI is transparent to the client’s software,

but communicates with it

The FTI is compatible with and able to support

the client’s other defenses

The FTI is fully self-protected by fault tolerance,

immune to the client’s faults and to malicious software
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A Design Principle:

the Immune System Paradigm

The desirable properties of the FTI are similar

to those of the immune system of the human body

Use three analogies to explain the design principle

of the FTI:

Body <—> Hardware

Consciousness <—> Software

Immune System <—> Fault Tolerance Infrastructure
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Four Key Properties

of the Immune System

It functions (i.e., detects and reacts to threats)

continuously and autonomously, independently

of consciousness

Its elements (lymph nodes, other lymphoid organs,

lymphocytes) are distributed throughout the body,

serving all its organs

It has its own communication links – the network

of lymphatic vessels

Its elements (cells, organs, and vessels) themselves

are self-defended, redundant and in several cases

diverse
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Evolution of the FTI

1- Replace A-nodes by A-ports in board components

2- Build an on-chip simplified FTI whose M and S3 nodes

serve as the A-port of the chip

3- Develop an FTI hierarchy: board FTI, chassis FTI,

cluster FTI…

Constraint: Dedicated A-lines and M-buses are needed

at each level
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Some Interesting Applications

Projected device failure rate of 10 FITS gives:

Device MTBF of 108 hours = 11,400 years

R(simplex) = .99 at 114 years or R(s) = .90 at 1140 years

R (1 active, 3 spares) = .9989 at 1140 years (coverage c=.99)

The FTI will provide survival capability wrt design faults

and transient catastrophic faults (temporary power loss,

heavy radiation, etc.)

Build a system for the 1000-day manned mission to

Mars with the dependability of a 12-hour flight of an

airliner

Build a fault-tolerant relay chain of low cost DiSTAR

spacecraft for an interstellar mission
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A Spacecraft Relay Chain

for Interstellar Missions

1. Launch a low cost DiSTAR spacecraft every

N years; the design  can evolve  continuously

2. Use the chain of spacecraft to relay

communications to Earth and back

to the original spacecraft

3. Introduce redundancy at spacecraft level:

every spacecraft can dependably

communicate to M = 2, 3, or more, closest

neighbors; then the loss of M-1 adjacent

spacecraft is tolerable

4. Slow down all spacecraft ahead of the gap

to repair the chain

5. Never stop launching better and better

DiSTAR spacecraft!
Home Base
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